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1 Supplementary Note 1: Measurement setup

The purpose of this section is to describe the experimental setup used in the experiment. A schematic of the setup is
shown in Supplementary Figure

1.1 Optical setup

Light is produced by a tunable laser (TL and passes through a circulator and a filter cavity (FC The reflection from the
FC is used to lock it to the frequency of the TL. Light transmitted through the FC passes through an IQ-modulator (IQMf]
operating in the single sideband suppressed carrier mode. The IQM serves as a frequency shifter to lock the laser to the
experimental cavity. The tone generated by the IQM is used as a local oscillator (LO) for the heterodyne detection.

After the IQM, the frequency-shifted light passes through a phase modulator (PMﬂ The PM is driven by up to four differ-
ent tones, originating from four microwave sources described in section[I.2.1] Each of these tones produces sidebands on
the LO. The beams incident on the cavity during Brownian motion measurements are shown in Supplementary Figure [2]
The relative power in all the sidebands as a function of the microwave signals driving the phase modulator was calibrated
as described in section[1.3.3]

The light then goes through a variable attenuator. A 90:10 splitter sends 90% of light to the experimental cavity via a
circulator; the remaining 10% is monitored to control the incident power. The power incident on the cavity and reflected
from the cavity is calibrated using a 99:1 splitter immediately before the dilution refrigerator (DRﬂ The light reflected
from the cavity passes through the circulator and another 90:10 splitter, which sends 10% of the power onto a photodiode
and 90% towards an Erbium Doped Fiber Amplifier (EDFAfl, which amplifies the optical signal by a factor of 20-50 and
adds ~ 4 dB noise. The noise figure of the EDFA was calibrated as described in section[1.3.4

The light leaving the EDFA goes through a broadband tunable filter (TF which is used to suppress the amplified
spontaneous emission (ASE) noise from the EDFA. The filtered light then lands on a photodiode (PD

1.2 Microwave setup

It is convenient to separate the microwave setup into the generation part and the detection part.

1.2.1 Generation

Up to 4 microwave tones are used to drive the phase modulators:

e The Lock beam is used to lock the laser to the experimental cavity. The beam is generated using a lock-in amplifier
(LIAﬂ A tone at 200 MHz from the LIA is sent to a mix-up circuit. There it is mixed with a tone from a microwave
generator (MWGIETI at 1,900 MHz. The mixed-up tone at wyox = 2,100 GHz is sent to the four-way splitter
(4WS) where it is combined with other tones and then sent to the phase modulator.

"Pure Photonics PPCL200

*MicronOptics FFP-TF, k/2m = 30 MHz, wrsr /27 = 15 GHz
3EOspace QPSK modulator I[Q-0DKS-25-PFA-PFA-LV-UL
*EOSpace phase modulator PM-0KS-10-PFA-PFAP-UL

5Janis DR500

®Nuphoton EDFA-CW-LNF-RS-10-40-FCA

70z0ptics TF100, 0.5 nm bandwidth
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Supplementary Figure 2: Beams incident on the cavity during the Brownian motion measurement. The phase modulator
(PM in Supplementary Figure [I)) adds two control beams and one lock beam on either side of the local oscillator (LO)
beam. The laser is locked to the cavity using one of the lock beams. The cavity lineshape is shown in gray.

e The Control 1 signal is used to generate one of the control beams. It is generated by the LIA at 529.343 MHz. This
tone is mixed with the signal from MWGTI at 1,900 MHz. The mixed up signal at woontrol1 = 2,429.343 MHz is
sent to the 4WS.

e The Control 2 signal is used to generate the other control beam. It is generated directly by a different microwave
generator (MWGZE-] at Weontrol2 = 1,790.657 MHz.

e The Probe signal is only on for the OMIT/A measurements. It is generated by the network analyzer (NA ata
frequency wconrol(1,2) & Wac £ 0, where wae = 319.243 MHz is the frequency of the acoustic mode, and § ~ 100
kHz.

The signal out of the 4WS is split and a small portion is sent to a spectrum analyzer (SAE where the spectrum is
recorded. This is done to measure the power in all the microwave tones incident on the PM.

For the Brownian motion measurements, the control signals are filtered with high pass filter for Control 1 and low pass
filter for Control 2. The filters are placed before the PM to block microwave noise that would produce laser noise near the
cavity resonance frequency.

For the OMIT/A measurements only one control beam and a probe beam are on. The frequency of the control beam is
swept, as described in the main text. The probe beam’s detuning is varied as described above.

The typical optical powers in the measurements are:
L4 PControll ~ PContrOIQ ~ 0~1Ptotal
o Prock & 10_6f)total

PProbe ~ 1075]3‘50&»1

o Pro ~ 0.8Ptal

The total incident power P41 is up to 100 pW.

1.2.2 Detection

A heterodyne detection scheme is used. The signal from the PD consists primarily of beating between the LO and the
sidebands. These beat notes occur at 2,100 MHz (Lock), 2,429.343 MHz (Control 1), 1,790.657 MHz (Control 2), and
2,110 4+ 0.1 MHz (motional sidebands of the control beams). The signal is sent to a three-way splitter (3WS).

""Vaunix Lab Brick LMS-232D
"2Keysight HP 8722D
BRigol DSA1030A



The first part is mixed down with the signal from MWG1 (at 1,900 MHz). During the Brownian motion measurements, the
mixed-down signal is dominated by 5 frequencies: 200 MHz (Lock), 529.343 MHz (Control 1), 109.343 MHz (Control
2), and 210 4 0.1 MHz (motional sidebands of the control beams). It is sent to the LIA, where the spectra at 210 + 0.1
MHz and 210 — 0.1 MHz are recorded. The quadratures of the signal at 200 MHz are sent to a field programmable gate
array (FPGAE which uses them to generate an error signal, which is then sent to the voltage controlled oscillator (VCO)
to vary its output frequency between 3 GHz and 3.5 GHz in order to lock the laser to the experimental cavity. The Lock
beam is typically detuned by ~ 10 MHz from the cavity resonance, as indicated in Supplementary Figure 2]

The second part is sent to the NA. It gives the response at the probe beam frequency when the probe beam is on (i.e. for
OMIT/A measurements).

The third part is sent to the SA to record the spectrum of the light coming from the experimental cavity.

1.3 Calibrations
1.3.1 Power calibrations

The power incident on the cavity is found as the geometric mean of the incident and reflected powers measured at the
99:1 splitter.

1.3.2 Classical noise calibrations

For the measurements of the acoustic mode’s fluctuations (Figures 2 and 3 in the main text) there are three potentially
relevant sources of classical noise.

Two of these sources (the EDFA output noise and the detector electronic noise) result in a frequency-independent back-

(rr) S(bb)

ground for S;; 7, S;;, and Sl(zr ®) | For SZ(: ") and Si(f ®) this background averages to a non-zero value (which is subtracted

from the data shown in Fig. 2), while for Sz(zr ®) this background averages to zero. The contribution of the EDFA out-
put noise is discussed in Section The detector electronic noise is never more than 2% of the total noise back-
ground.

The third potentially relevant source is the laser’s classical noise. This noise can drive the acoustic motion while also con-
tributing to the measurement background. The resulting correlation can produce sideband asymmetry which is unrelated
to the quantum effects that are the main focus of this paper (for an in-depth discussion, see [37, [38]]). To estimate the
possible impact of this effect, the laser’s classical noise was characterized in two ways.

First, the laser was measured directly after the filter cavity. It was found that the classical noise at frequencies near 300
MHz was predominantly phase noise, and was smaller than the quantum noise (Cy, < 1/4 in the terminology of [37]])
for powers less than ~ 200 ©W. However in the measurements of the acoustic mode’s fluctuations described in the main
paper, the laser beam passes through a number of additional elements after the filter cavity (Supplementary Figure|[I)), and
these elements may add classical noise to the laser. Analysis of the noise floor in the heterodyne data suggests that the
classical noise after these elements is smaller than the quantum noise for laser powers less than ~ 40 uW.

For all of the data shown in Figures 2 and 3 the total power in the control beams was < 8 yW. As a result, the impact
of classical laser noise is expected to be small. Specifically, for a system in the sideband-resolved limit (as is the case for
the present device) classical phase noise is expected to produce a sideband asymmetry roughly equal to keyt/x fraction
(which is approximately one half in our system) of the ratio of the classical noise to the quantum noise. For the data in
Fig. 3, this amounts to < 10%.

“National Instruments FPGA NI PXI-7854R
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Supplementary Figure 3: Calibration of the phase modulator. Black lines: single mode fiber. Green lines: electrical
path. TL: tunable laser. PM: phase modulator. TC: tunable cavity. PD: photodiode. AWG: arbitrary wave generator.
MWG: microwave generator. SA: spectrum analyzer. DirC: directional coupler.
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1.3.3 Calibration of the phase modulator

The relative optical power in the beams after the phase modulator is calibrated using the setup shown in Supplementary
Figure

Light from the TL passes through the PM and a tunable cavity (TCE which acts as an optical spectrum analyzer; the
light transmitted through the TC lands on the PD. The PM is driven by a microwave generator (MWG with varying
frequency and power. The SA records the power in the CPL port of the directional coupler (DirC), which is used in the
actual experiment. The TC length is swept by applying a triangle wave from the arbitrary wave generator (AWG) to
piezoelectric elements within the TC. The TC transmission is fit to a Lorentzian with two sidebands:

/(@) A — = + =
xTr) =

22+ (5/2)7  (z—dw)? + (£/2)? (¢ +dsp)? + (£/2)?
The ratio of the sidebands to the carrier is recorded (as a function of microwave drive power and frequency). This ratio is
expected to be:

6]

& _ Jl (7T‘/1rel)2 (2)
Ey  Jo(mViel)?
Here Jy and J; are Bessel functions of order 0 and 1. The drive voltage amplitude relative to the half-wave voltage V
is:

V}el = V - <P> = 10(PdBm_ TrdBm)/QO (3)

Here V is the voltage sent to the phase modulator; the half-wave voltage V; is the voltage necessary to induce a phase
change of w. The values P and P, are the corresponding powers in Watts and the value Py, and P,gqpn, are the
corresponding powers in dBm. The value of P, gp,, is given relative to the CPL port of the DirC, as that is what is
measured during the experiment. This value is independent of microwave power, but varies with microwave frequency.
We record its values for frequencies between 1,400 and 3,000 MHz, as that is the range of the microwave tones.

During the experiment the optical power in the first order sideband, relative to the total power, is given by Ji(7V;e1)?,
where P.qpp, is known from the calibration and Pyp,, is measured for each microwave tone using the SA.

“Homebuilt, x/27 = 200 MHz, wrsr /27 = 1.5 THz
16 Agilent N9310A
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Supplementary Figure 4: Calibration of the EDFA noise. Black lines: single mode fiber. Green lines: electrical path.
TL: tunable laser. AM: amplitude modulator. PD: photodiode. EDFA: erbium doped fiber amplifier. TF: tunable filter.
LIA: lock-in amplifier.

1.3.4 EDFA noise figure calibration

The EDFA noise figure is calibrated as shown in Supplementary Figure

Light leaving the TL passes through an amplitude modulator (AM which puts small sidebands (“signal”) onto the
beam. The amplitude modulator is driven at =~ 30 MHz. At this frequency the laser amplitude noise is lower than shot
noise, and the photodiode gain is within 5 % of the DC photodiode gain. Light then passes through a variable attenuator
and a 90:10 splitter, which is used to monitor the incident power. Then it either goes directly onto the PD, or passes
through the EDFA and TF first. During the measurement, the power of the AM sidebands and the background power
spectral density are recorded as the incident laser power is changed using the attenuator. The ratio of the sideband power
to the background gives the signal-to-noise ratio. The DC signal gives the record of laser power.

The gain of the photodiode and the laser noise are calibrated without the EDFA first (i.e., without the components inside
the dashed orange square in Supplementary Figure ). The background grows linearly with increasing laser power, as
expected for shot noise. The power of the AM sidebands grows quadratically. This measurement gives SNRg, the signal-
to-noise ratio without the EDFA.

Then the EDFA and TF are put in, and the signal-to-noise ratio is measured again (SNRgpra ). The noise figure of the
EFDA is calculated as:
SNRy >

SNREDFA

NF was found to vary slightly with laser wavelength, so we measured it for a number of different wavelengths. For 1,529.7
nm (the wavelength used for the Brownian motion measurements), the EDFA noise figure is 4 dB for laser powers below

30 uW. For laser powers below 100 W (the maximum used in the experiment), the noise figure is smaller than 4.5
dB.

NF = 10log, < “)

"Thorlabs LN81S



2 Supplementary Note 2: Methods

2.1 Device construction

The device used in this study is similar to the device described in Refs. 22 and |39\ It consists of a cavity formed between
the end faces of two optical fibers. The fibers’ end faces are laser-machined to have concave surfaces, and each surface is
coated with a high reflectivity dielectric distributed Bragg reflector (DBR) [40]]. The fibers are aligned in a pair of glass
ferrules [41] which are epoxied to a glass plate (shown as orange in Fig. 1a in the main text). The glass plate is epoxied
inside a Cu cell, which is bolted to the mixing chamber of a dilution refrigerator. Liquid He is introduced to the cell via
a capillary tube. The capillary is heat sunk at each stage of the refrigerator and includes a silver sinter heat exchanger at
the mixing chamber.

In contrast with the device described in Refs. 22 and [39]] (in which the fibers were aligned in a single ferrule), the present
device’s use of two separate ferrules greatly improves the thermal link between the He in the cavity and the mixing
chamber. Further details are given in Supplementary Note [5

The cavity length is L = 69.1 pm. The two DBR reflectivities are B; = 0.99995 and Ry = 0.99999. Light is coupled to
and collected from the cavity via the lower-reflectivity DBR.

2.2 OMIT/A characterization

For OMIT/A measurements, three laser beams drive the cavity: a weak (“probe’) beam, a stronger (“‘control””) beam, and
a far-detuned local oscillator (“LO”) beam (Supplementary Figure [5] (a)). Beating between the probe and control beams
causes the intracavity optical intensity to oscillate, thereby driving the acoustic mode. The resulting oscillation of the
acoustic mode then adds sidebands to these beams. One sideband from the control beam interferes with the probe beam;
as a result, a heterodyne measurement of the reflected probe (made using the LO) provides information about the acoustic
mode’s driven motion [22, 30]. The OMIT/A measurement scheme and analysis are described in detail in Ref. 22.

Supplementary Figure[5(b) shows a typical OMIT/A spectrum in which the probe beam’s detuning is varied while keeping
the control beam’s detuning fixed, thereby varying the frequency w of the drive applied to the acoustic mode. The
heterodyne signal is fit to a complex Lorentzian with a constant background: aomit(w]| = abg +alor/ (Vac/2 41 (w —wac)),
where ayg and ajor are both complex. This fit returns values for ayg, aor, and the acoustic linewidth +y,. and frequency
wac. Note that when 7 > 0 the optomechanical interaction How can shift v, and w,e from their bare values [4] vac 0 and

Wac,0-

An OMIT/A spectrum (such as the one shown in Supplementary Figure [5(b)) can be characterized by its magnitude
A = abs(X) and phase ¥ = arg(X), where X = 2aior/Vacang. Supplementary Figure c,d) shows A and ¥ (derived
from the best-fit values of aj,g, @ior, and v,.) as a function of the control beam’s detuning A, and power Pe,,. Both A
and ¥ show a feature of width ~ k centered at Aoy ~ Fwae, corresponding to the probe being resonant with the optical
cavity. Supplementary Figure e,f) Shows wac(Acon, Peon) and Yac(Acon, Peon )» Which exhibit the standard optical spring
and damping[4].

(For the measurements of thermal and quantum fluctuations shown in Figs. 2, 3 the strong control beam is turned off. As
a result the optical spring and damping effects are much weaker in those measurements.)

The solid lines in Supplementary Figure [5[c-f) are the result of fitting all the OMIT/A data to the dynamical backaction
model described in Ref. 22. The two fitting parameters are ¢(°), which represents the unitary electrostrictive interaction
between the cavity mode and the acoustic mode; and gI()(t)), which represents an additional optomechanical interaction with
a 90° phase lag between the optical intensity and the resulting force on the acoustic mode. As described in Ref. 22, this
arises from a photothermal effect in which optical absorption in the DBRs drives the acoustic mode, but with a bandwidth

much less than w,.. The best-fit values are ¢(°) = 27 x (3.6 & 0.1) kHz and ggz) = 27 x (0.8 £ 0.1) kHz. This is
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Supplementary Figure 5: Optomechanical characterization. (a) Illustration of the OMIT/A measurement scheme.
Black curve: the cavity lineshape. Blue arrows: the “probe” and “control” laser tones (the far-detuned local oscillator tone
is not shown). (b) Typical OMIT/A measurement (Acoy = 27 X 320 MHz, P.o, = 5.1 uW). Upper panel: abs(aomrr)
normalized so that the background ay; = 1. Lower panel: arg(aowmir). Both are shown as a function of the beat note
frequency w. The black line is the fit described in the text. The subsequent panels show the four parameters extracted
from this type of fit, all as a function of Aoy, and Peop. (¢) Amplitude of the OMIT/A signal A. (d) Phase of the OMIT/A
signal W. (e) Acoustic mode resonance frequency wac. (f) Acoustic mode damping rate v,.. The solid lines in (c) — (f)
are a single fit to all the data shown, using the model described in Ref. 22. The only free parameters are the unitary
optomechanical coupling rate and the photothermal optomechanical coupling rate defined in Ref. 22. For all of these
measurements, 25 mK< Tyic < 60 mK.

consistent with the a priori calculation [42] g(© = 27 x (3.9 £ 0.2) kHz (where the error is due to uncertainty in the
mirrors’ materials properties) and the value ¢(©) = 27 x (0.97 + 0.05) kHz found in a similar device [22].

2.3 Procedure for measuring undriven motion

As described in the main text and in section[I] measurements of the acoustic mode’s thermal and quantum fluctuations are
carried out by driving the cavity with two measurement beams. Conceptually, this measurement is simplest when these
two beams have equal power and are symmetrically detuned about the cavity resonance. Here we describe the procedure
used to approximate this ideal situation.

As described in section [I] all of the optical beams are generated by driving the PM with microwave tones. As a result,
all the relative detunings between the optical beams are known precisely. To measure their detuning with respect to the
cavity resonance, we produce an auxiliary beam and record its reflection from the cavity as we sweep the (microwave)
frequency used to produce it. We fit this data to extract the (microwave) frequency wqyx that produces a beam resonant
with the cavity. The difference wayx — wrock then provides the offset between the Lock beam and the cavity resonance
(~ 10 MHz).

This procedure is used to determine w,yx before each measurement of the acoustic mode’s fluctuations (i.e., before
each measurement represented as a small data point in Figure 3 (a,b) of the main text). The measured detuning value
Waux — WLock 18 subsequently used in the analysis of the Brownian motion measurements. Furthermore, once every

10



several measurements the cavity lock parameters were adjusted to minimize the difference |waux — Wcontrolc|, Where
WControlC = (WControll + Woontrol2)/2 is the center point between the two control MW tones (which is, consequently, the
center point between the two measured Brownian motion peaks).

35
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Supplementary Figure 6: Histogram of the difference waux — Woontrolc between the cavity resonance frequency and the
midpoint between the two control beams.

Supplementary Figure[6]shows the histogram of the measured variations in w,,x across the data set used to produce Figure
3 of the main text. This figure indicates that the two measurement tones are symmetric with respect to the cavity resonance
to ~ 0.2 MHz. For each small data point shown in Fig. 3 (a,b), the corresponding variation in wa,x Was included in the
analysis; however, this produced no appreciable effect on the sideband asymmetry / correlation factors Hag, Hpe, and
Hiy,.

The power in the two control tones was inferred by conducting an OMIT/A measurement. These are similar to the ones
shown in Supplementary Figure[5](b), with the measurement beam of the fluctuation setup serving as the “control” beam
for this OMIT/A measurement (and an auxiliary beam serving as the “probe” beam). Fitting the OMIT/A data gives the
optomechanical cooperativity for each measurement beam, which is used to infer each beam’s power. Such a measurement
was carried out for every Brownian motion measurement (i.e., for every small data points in Figure 3 (a,b) of the main
text). The measured variations in the beam powers were incorporated in the analysis; however (as with the measured
detuning asymmetry) this produced no appreciable effect on the sideband asymmetry and correlation factors.

11



3 Supplementary Note 3: Theoretical description of the measurement results

3.1 Two tone measurement scheme

Here we consider a standard optomechanical system in which the two motional sidebands are measured using two beams
detuned by +w,. from the cavity resonance.

The standard optomechanical Hamiltonian is

A~

H = hwopri!a + hwacete + hg @ (e + &)aa + Heny, (5)

where a and ¢ are annihilation operators for the optical and the acoustic modes respectively, wopt i the optical mode
frequency (at zero acoustic mode amplitude), w,, is the acoustic mode frequency, and ¢(©) is the single-photon optome-
chanical coupling constant, i.e., the optical mode detuning per acoustic displacement equal to the acoustic zero-point
fluctuations. Finally, Heny is the part of the Hamiltonian corresponding to the coupling to the environment (including
both optical and acoustic mode noise and damping as well as the coherent optical drives). This Hamiltonian leads to the
equations of motion

X K . N . R A\ A 2 2
a = - (5 + ZWOpt) i — g0 (" + &)a + /Rintint + V/Fext (Goxt + Eoxt) (6)
¢ o= = (B i) e —igWala+ A (7)

Here kext and kit are the external and internal coupling rates for the optical mode with éext and fint being the corre-
sponding optical noise operators, Kk = Kint + Kext 1S the total optical damping rate, aey¢ denotes the optical drive, and ¢
is the acoustic damping rate with the noise operator 7). The noise operators’ correlations satisfy

= 0 €))
- 0 )

)
)
)y = Gt —t) (10)
)
)

(n®a)) = o (an
(i) = nadt—t) (12)
(il (#)) = (o +1)d(t—¢), (13)

€699
1

The subscripts “/” and “;” stand for either “int” or “ext”, and ny, = (e/“2</kT _ 1)~1 is the thermal occupation of the
acoustic mode bath (we assume that v, << wye, SO that the frequency dependence of ny, can be disregarded).

To simplify equation (6), we can switch to a rotating frame for the optical mode to cancel the bare resonance frequency:
a — ae"wortt with the corresponding transformations for éint, éext and aext. This doesn’t affect correlation relations for
the noise operators, since they are d-correlated. The equation of motion for the acoustic mode stays the same, while the
optical one becomes

X K, . “ A\ A o 2
a = —5(1 - 7/9(0) (CT + C)(Z + V ’iintgint + V ’iext(aext + gext) (14)

Next, we specify the optical drive. We assume that it is comprised of two tones which we will call “lower” and “upper”,
with the corresponding detunings Ay and Ay; the later discussion will assume that Ay ~ —w,. and A, =~ +wy.. Denoting
the tones” amplitudes by aext ¢ and dext,u, We can express the drive as dext = aextvge_mft + aext,ue_ZA“t.
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After that, we apply the usual expansion of & in powers of ¢(?). The zeroth order only includes the coherent drive and not
the vacuum noise, and results in the equations of motion

. K . *
G = T34~ ig® (co + cp)ao + /KextGext (15)
¢ = <% + zwac> co — ig@agao (10

The radiation pressure force in the second equation —ig(o)agao has two components: one static and one at frequency
|Ay — Ay| & 2w,c. Since both of these are far away from the acoustic mode resonance, and the radiation pressure force
is relatively small, we can ignore them in our case and simply assume cy = 0. To put it more quantitatively, these forces
result in a dimensionless acoustic mode displacement on the order of zy ~ %nc, where n. = W is the average
intracavity photon number. We can ignore this displacement when considering the optical mode if its contribution to the
cavity detuning is less than a cavity linewidth: 209") < &, which results in n. < (;(WT?%' For our system this bound
is about 4 - 10%, which is much higher than the maximum circulating photon number used in the experiment n. < 10%.

Thus, ignoring the static acoustic mode displacement is justified, and the zeroth order solution for the optical mode
becomes

ap = agee” B ag et (17

V FextQext ¢
— ’ 18
“0. K2 — il (18)
V FextGext,u (19)
K/2 — iy

ap,u

Next, the linearized equations of motion are

X K~ . . R A 2
= —*d — Zg(o) (CT + C)QO + v/Eint&int + V KextSext (20)
o (i) e 0+ )+ v @n

where d and ¢ are the first order expansion terms for the optical and acoustic modes respectively.

It is convenient to introduce a combined vacuum noise operator

= (\/ Rextéext + vV Kint Aint)/\/g (22)

Because kint + Kext = K, this operator has the same correlation properties @ i as ént,ext. Equation tb for the optical
mode can be rewritten as

~

d = —gd —igO (el + &)ag + v/ré (23)
The first order equations are linear in ¢ and cz, so we can solve them via Fourier transform, which is defined as

T/2
#w] = lim Nia / t)etdt, (24)

so that the noise correlators become

(Ellél—w]) = (€Mlél-w]) = o 25)
Ewlé-w]) = 1 (26)
(illil—w]) = 0 @)

= Nth (28)

)
iwlifl-wl) = na+1 (29)



Note that in this notation the Hermitian conjugate is applied before the Fourier transform: #'[w] = (2[—w])T.

In the Fourier domain the equations of motion become

(g B iw) dw] = —ig? (aO,Z (é[‘*’ — Ag 4w — Ae]) +agy (é[w — Ay] + é&fw — Au]>)
+V/k€[w] (30)
(% — i(w — Wac)) é[w] = —ig(o) (aaed[w + Ag] + aaud[w + Au] + aO,ZczT [w _ Ag] + a07uCZT [w N Au])
+v/Vach[w] (31)

To solve equations , , we substitute the expression for d (i.e., equation ) into the equation for ¢ (i.e., equation
). This produces 16 terms containing acoustic motion (¢ or ¢h), which we can divide into several categories. First,
there are § terms involving ¢, If the acoustic sidebands are far from each other (JAy — Ap — 2wac| > Yac), these
terms are off-resonant for the acoustic mode, and can be ignored. Of the remaining 8 terms, 4 include beating of the
sideband of one control beam against the other beam, which would result in expressions like ¢[w £+ (A, — Ay)]; since
Ay — Ay = 2wae > Yae, these terms are also very far off resonance and can be neglected. The last 4 terms produce a
combination of the standard dynamic backaction effects of the beams (two terms per beam), and thus should be preserved.
With the addition of the vacuum noise term, we obtain the following equation for the acoustic mode:

(B2 —iw—wac)) el = ()2 (Jawe (xelew = Ae] = xeloo + Ad)
+’a0,u‘2(Xc[w - Au] - Xc[w + Au])) é[w]
—ig® (06,3625 [w+ Ag] + aoxdz [w— Ay

+a87ua?5 [w+ Ay + aoyuczz [w— AUD

++/ ’Yacﬁ[w] (32)
Here Y [w] = (k/2 — iw)~! is the cavity susceptibility, and cig [w] = Xe[w]v/rE[w] are the vacuum fluctuations of the

intracavity field. Now we can rewrite the acoustic equation of motion as

o] = Xacenlw] (—iFipsnle] + vAaciil]) (33)
where the modified acoustic mode susceptibility is
Xac,eff[w] = ('7&0/2 - Z(w - Wac) + iz[w])_l ~ (’Vac,eﬁ”/2 - Z(W - wac,eff))_1> (34)

with the acoustic linewidth and the acoustic frequency modified by the dynamic backaction:

VYac,eff = Yac — 2Im>; [Wac,eff] = Yac T Yac,opt (35)
Waceff = Wac + Rez[wac,eﬁ"] = Wac + Wac,opt (36)

The self-energy Y:[w] for the acoustic system is defined as
Elw] = i(g(o))z (‘aO,€|2(Xc[W = Ay] = Xelw + Af]) + ‘QO,u|2(Xc[W — Ay] = Xe[w + Au])) ) (37)

and the radiation pressure force is defined as
Frsnlw] = 90 (a5 delo + Ad] + a0l — Ad] + g ydelo + Au] + a0l — Au]) (38)

Note that this force is Hermitian: FIILPSN [w] = Frpsn|[w].

Now we are ready to find an expression for the intracavity field. Because we focus on the part of the spectrum close
to the optical resonance w ~ 0, we can neglect the other two sidebands: the red sideband of the lower control beam,
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which corresponds to éf[w — Ay] & ¢f[+wac] = 0, and the blue sideband of the upper control beam, corresponding to
¢lw — Ay] & ¢[—wac] & 0. The optical field thus becomes

dlw] ~ xelw] (—ig(o) (awé[w — Ag] + aguélw — Au]) + ﬁé) (39)

Finally, the outgoing field can be calculated using the input-output relations:

Czout = éext -V Hextcz
= ot = Viexelw] (—ig® (a0eclw — A + aouélfw — Au]) + Vi) (40)
The acoustic mode annihilation operator spectrum has peaks at 4w o, While the creation operator (being its Hermitian
conjugate) is peaked at —wqc o This means that the red sideband in the expression above (which comes from the ¢t term)

is located around w; = Ay — wac eff, and the blue sideband (coming from the ¢ term) is located around wy, = Ay 4 Wac eff -
Because of the earlier choice Ay ~ —wye, Ay & +wye, both of these frequencies are close to zero.

3.2 Detection modes
It this section we describe how the acoustic sidebands are manifest in the photocurrent, and in the next section we use
these results to calculate their power spectral densities and cross-correlations between them.

We consider heterodyne detection with a local oscillator (LO) at frequency —wr,o with wr,o > 0 (the case where the local
oscillator’s frequency is higher than the sidebands frequency is less convenient, since it leads to the photocurrent spectrum
being flipped compared to the optical one). Ignoring the reflected control beams, the field incident on the photodiode after
combining with the LO is Gget = a0 etivrot 4 ciout. Standard photodetection theory [43] states that the (time-dependent)
autocorrelation of the photocurrent i(¢) can be described as

Ci(t,7) = (it +71/2)i(t —7/2))
_ &2 <; il (4 7/2)ager (t + 7/2)ad (E — 7/2)ager (t — 7/2) :>

+G2 (ah (g (t)) 3(7), (4D

where G is the photodetector gain and :: denotes normal and time ordering. Note that since i(t) is a photocurrent, we take
it to be classical and real, so Cj;(7) is real and symmetric in 7.

If we substitute the expression for aqet above and expand up to second order in d (keeping in mind that the first order
terms average to zero), we get

Cis(t,7) = Glacol* + Glavol? ((dhu(t +7/2)dows(t +7/2) ) + (dhue(t = 7/2)dous(t = 7/2)))
+G2larof? (€107 (d (¢ + 7/2)doui(t = 7/2) ) + 7107 (o (¢ = 7/2)dowi(t +7/2)) )
+G(ar0)?e? 10t (¢l (t 4 7/2) b (t = 7/2) 1)
+G?(af o)%e2iwrot <: ot (t +7/2)dows (t — 7/2) :>
+G?|arol?8(7) (42)

The first line in equation (@2) is the DC component of the correlator, which is not relevant to the acoustic sideband
spectrum and can be ignored. The next three lines reflect beating of the outgoing cavity field with the LO. Finally, the last
line represents the unavoidable detector shot noise.
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First, let us consider the power spectral density (PSD) of the photocurrent, which is the Fourier transform of the correlation
function:
+oo
Siilw] = Cyi(t, T)e™Tdr, (43)
—0oQ

where Cj;(t, 7) denotes that the correlator is averaged over the central time ¢t. We assume that the correlators of the input
field are stationary (or at least don’t have components at 2wry,), and that the integration time is long enough that we can
set e2wLot = (), In this case, only the second and the last line in the correlator contribute to the PSD above, which can be
re-expressed as

Sz[w] = GQ‘aLo’Q (SJTd[WLO + w] + S,j’r(j[wLO — w] + 1) 44)

With the Fourier transform definition (24), the spectrum of the outgoing field can be calculated in a straightforward way
using the Wiener-Khinchin theorem:

Sralw] = / - (At +7/2)dous(t = 7/2) Y dr = (] dons ] ) (45)

—00

Now, let us consider what would be the photocurrent i(¢) and its corresponding Fourier transform (in the sense of equation
(24)) iJw]. After mixing with the optical local oscillator, the two acoustic sidebands of interest will be located around
wr,o + wrp. We can define the shifted “local” Fourier transforms

irp[0w] = i{wro + wrp + OW] (46)

(note that unlike i[w] these don’t correspond to any real function of time, so in general i, [w] # (i;[—w])*). The PSDs of
the sidebands are then described by

SUw] = (1[50 (i:[6w])*) = Sislwro + wr + 6]
= G*lavol*(Sy 4[2wro + wr + 6w] + S 4[—wr — 0w] + 1) (47)
ST 6w] = (inlow](inw])*) = Silwro + wh + 0wl
= GQ\aLo|2(SCﬁJ[2wLo + wp + 0w] + S jl—wp — dw] + 1) (48)
(bb)

Here Sl(lr ) [dw] and S;; ' [dw] are the PSDs of the red and the blue sideband respectively, and éw is the frequency shift in

the PSD from the sideband maximum.

While the second terms in the parentheses S j; j[—wr,1, — dw] correspond to the optical spectrum close to the cavity res-
onance, the first terms probe the spectrum roughly 2wy, away from the cavity resonance, and therefore are insensitive
to the cavity dynamics (more rigorously, the cavity susceptibility in the expression is very small). Moreover, be-
cause of the normal ordering of the operators in S ; the vacuum noise terms £ don’t contribute. Thus, it is clear that
St gl2wLo] ~ 0, and the PSDs simplify to
(rr)
Sii " [0w]

SPP) 5]

i

Q

G?|aro|* (S gl—wr — dw] + 1) (49)
G2|GLO‘2<SJTOZ[_WID - 5w] + 1) (50)

%

Next, we turn to the correlations between the two sidebands. It is natural to define them as
SEsw] = (i bwlic[~0w]) = (ilwro + wp + dwlilwro + wr — dw]) (51)
Note that 4, isn’t complex conjugated, because it comes from ¢! rather than ¢é. Similar to , we can use the definition

of the Fourier transform i[0w] to express the result above through the time correlator Cy;(¢, 7):

(rb) +o0 - (o0 /2—con /2 60)
Sii [bw] = C'ii(t,T)el(QwLo+wr+wb)tez Wh/2—wr W7 g

—0o0

~ Gaio) [

—00

= <: (ewb<t+f/2>dom(t s /z)) (eiwr(t*f/z)cfout(t _r /z)) :>ez‘5wdf (52)
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This expression can be greatly simplified if we recall from input-output theory that the commutation relations of the
outgoing fields are the same as the incoming ones. This implies that cfout (just like éext) commutes at different times,
so the time ordering inside the ensemble averaging is irrelevant. Therefore, we can apply the Wiener-Khinchin theorem
again and arrive at

SiPow] = GA(ai0)? (dowlwy + dwldonfwr — 8] (53)

3.3 Correlators values and the interpretation

In this section we calculate the sideband PSDs (9)), (50) and the cross-correlator (53) for the optical field (40) obtained
earlier.

We start with the sideband PSDs S and S (bb), which are proportional to .S j; 5[w]. As noted before, due to the normal

(2 2
ordering the terms containing the vacuum noise ¢ won’t contribute. Thus, we’re left with

Spralw] = {dhueleo)dous[-w])
= Fext|Xe[~w]|2(9™)? (lao,e|*Sarelw + Ad] + |ao,ul*Sest [w + Au)) (54)

We’ve also omitted two other terms involving the acoustic mode motion: ag ,aq ¢ (¢[w + AyJé[—w — A,]) and its complex
conjugate ag ,ao,u (ew + AgJéf[—w — Ay]). While not strictly zero, these terms are nevertheless small because the
acoustic susceptibilities of the two terms in the product don’t overlap. For example, in the first expression the two acoustic
terms are centered around w = wye — Ay = —wy and w = —w,ue — Ay = —wyp; as we’re working in the assumption
|wr — Wh| > Yac,et (non-overlapping sidebands), the product of these two terms is always small.

Now we need to calculate the acoustic motion correlators:

Serelw] = IXacet[~w]*(Spp " [w] + S s [w]) (55)
Seetlw] = Ixac,eﬁ[+w]l2(S§§SN[w]+S}3}T[w]) (56)

The PSD of the thermal force is:
S ol] = (VA W) (/A=) ) = Facron (57)
Sl = ((VRachle)) (Ve [=)) ) = Yac(nen + 1), (58)

and the PSD of the radiation pressure is

SEPSNL,) = <FRPSN[w]FRp5N[—w]>
(99)2k (|aoe[*|xclw + AdP + aoul*xelw + Ad]?) (59)

(since FRPSN is Hermitian, this is the only correlator that we need).

For the following discussion we note that

Sglﬁt [w] = S;:ﬂhfﬁ[—w} = Yac (60)
SEESN(] — SEESN[_w] = (9)2k (janl?(xeleo + AdP? — Ixel-w + Ad?)
+lao,u 2(‘XC[W + AuHQ — |Xe[~w + Au”2))

= —2ImX[w] = Yac,opt (61)

This shows that the antisymmetric part of the force noise spectrum (with appropriate ordering for a non-Hermitian noise
operator) is equal to the dissipation rate associated with this force: either the intrinsic loss v, for the environment acoustic
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mode noise 7), or the optomechanically induced damping ac opt for the radiation pressure shot noise. This is well-known
from quantum noise theory [44]], where the positive and the negative parts of the force spectrum are associated with the
tendency to (respectively) extract energy from or give energy to the system, so the difference between the two provides
the net damping.

When substituting force spectra into the equations for S;t and Sgst, we can simplify them by assuming that v, g < K,
so the radiation pressure noise spectrum is approximately flat over the acoustic resonance. This lets us write

Serelw] & Xacet[~W]I*(Spp T [~Wac.ett] + S pl~Waceft])
FE FtE
‘Xac,eff[_w} |2(nRPSN’YaC,0pt + nth’Yac) (62)
SééT [OJ] ~ |Xac,eff [w] |2(SBBSN [Wac,eff] + StAhAT [Wac,eﬁ])
FF FE
= ‘Xac,eff [W]|2((nRPSN + 1)’7ac,opt + (nth + 1)7&6)7 (63)
where we’ve defined the effective phonon occupation of the RPSN bath nypsn = S?gSN[—waQeﬁ} /Yac,opt analogously

to the thermal bath occupation ny;,. To determine the final mean energy of the acoustic mode, we can find the expectation
value of the phonon number operator by integrating its PSD:

me = (F060) = o= [ Suclelas

_ i /+oo NRPSNYac,opt T "thYac dw — NRPSNYac,opt T "thYac (64)
2r J 730,93/4 + (w + wac,eff)Q Yac,eff

This expression can be understood intuitively if we consider that the acoustic oscillator is coupled to two different baths
(environment and radiation pressure force) with two different rates (yac and Yacopt respectively). This way, the final
occupation of the oscillator is a weighted average of the occupations of the two baths, with the weights being proportional
to the coupling rates.

With this expression for n,. the PSDs simplify to

TNacVac,eff
Saalw] = : 65
cTc[ ] ,ch’eﬁ/4 I (w + waC,BH)Q (65)

(nac + 1)’7ac eff
St — , (66)
e 1) ’7§c,eff/4 + (W — Wac,eft)?

Note that the difference in the magnitude between the two PSDs (which comes from the asymmetry of the force noise
spectra) is directly related to the equal-time commutator of the acoustic mode creation and annihilation operators:

et e (1) = (le(t), e (0)]) = (el (1)) = (e 0a)) = (nac +1) = nac = 1 (67)

With these spectra the PSD of the outgoing field is

Sidle] = (Bualeldonl-w])
= Kextxc[-w]*(¢'”)? <“0»f|2 S +T(Lca: 1%5 + Wac,eff )
= el [w] (g2 <ao,e|2 ’chveﬂ;ljif?;i e + |ao.ul? 7§C7(;a/c4++1()zaieir)2> (69)
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As expected, it is comprised of two Lorentzians centered at w = —w, and w = —wy,. From [@9), (50) the photocurrent
PSDs of the individual sidebands are

T Nac + 1 a
Siw] ~ G*acol? (next!xc[wr]!2<g‘0>)2!ao,u2(”“3+1> (70)

fygcjeﬁ/él—i- dw?

Q

Nac
SPsw] ~ Glarol? <mextrxc[wb1P<g<°>>21ao,e\2QW + 1) (71)

’Yac,eﬂ/él + 5&)2

Both are Lorentzians with shot noise background, and with area under the Lorentzian proportional to n,. or n,. + 1 for
the blue and the red sideband respectively.

Now we switch to the cross-correlator Il which is proportional to <a?0ut [wp + 5w]dout [wr — 5w]>. Because the normal
ordering is not enforced, there are terms involving the vacuum noise:

<Czout [Wb + 5W]C§out [wr - 5W}> X  —FRext (Xc [wr}Xc [wb])(g(o))an,an,uSééT [wac,eff + (5&)]
i (Gl + 0] = vVReRxelwnlélwy + 0]
X (\/@XC[WI"]Q(O) (aO,uéT[_"Jac,eﬂr - 5W])>> (72)

The first term is just the acoustic motion PSD, similar to the sidebands’ PSDs (as before, we’ve assumed dw ~ Yac off K
|wr — wp| and neglected all off-resonant acoustic terms). The second term involves the correlations of the optical vacuum
fluctuations with the acoustic mode motion, which are non-zero because the acoustic oscillator is driven by the radiation
pressure shot noise arising from these vacuum fluctuations. Thus, this term directly represents the action of the radiation
pressure shot noise on the acoustic oscillator.

Using expression for f and for Frpsn, we get

<é[wb + 0w] FRPSN [~ Wac cff — 5w]> = ¢Dagy <é[°~’b + 5w]dy—wb - 5w]>

= 99aq pxe[~wplVr (73)
<éext [Wb + 5W]FRPSN[_WaC,eff - 5w]> = \/m <é[wb + (SW]FRPSN[_WaC,eff - (50.)]>
= ¢Dagxe[~wb)y/Fexts (74)

so that
<<£ext [Wb + 50)] — vV RextRXc [wb]é[wb + 5w]) éT[_(-’Jac,eff - 5w]>

= Z‘(Xac,eﬂ? [Wac,eff + 5&)])* <<éext [wb + 69‘)} — vV RextkXc [wb]é[wb + &U]) FRPSN[_wac,eff - 5W]>

= i(Xac,eff [wac,eff + (SW])*\/ "‘%xt(1 — KXc [wb])g(O)GO,EXC[_wb]
= _i(Xac,eFf [Wac,eff + &U])*\/ ﬂextg(O)QO,EXc [wb] (75)

Note that this expression depends on the full complex acoustic susceptibility xac e [w], unlike, for example, the acoustic
PSD, where only | Xac’eﬁ“‘Q is present. This implies that it is sensitive to the phase response of the acoustic oscillator,
meaning that this term really is a correlator between the force and the displacement (simple force-force or displacement-
displacement correlators wouldn’t depend on the force-displacement phase shift).

The complete noise correlator becomes

<(i0ut [Wb + 5w]dout [Wr - 5W]> ~ Gee (SééT [Wac,eff + 5"‘)] - (Xac,eff [wac,eff + 50‘)])*) (76)

Gee = _Hext(Xc[wr]XC[wb])(g(o))anlaoﬂl (an
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where G simply is a conversion factor between the displacement and the outgoing field.

Finally, the photocurrent cross-correlator is
b * *
Sl(lr )[5W] = G2(aLO)2GCC (Sééf [wac,eff + 5"‘}] - (Xac,eff [wac,eff + 5“]) )

Nac + 1)7ac eff Yac eff/2 — 10w
— G2(G*O)QG ( ac ) _ )
. “ 7a2c,eff/4 + dw? Vzc,eff/zl + dw?

(nac + 1/2)’Yac,eﬁ — 10w
’736’63/4 + dw?

= GQ(GEO)QGCC

(78)

This expression is different from and in several important ways. First, there’s no shot noise background present,
as this noise is uncorrelated between the two sidebands (it’s important to note that the measurement SNR is still affected
by the shot noise; it just averages to zero instead of to some finite value). Second, the cross-correlator is complex, with
an imaginary part that is antisymmetric in dw. Finally, the real Lorentzian part of the cross-correlator is proportional not
to 1, (like in SZ-(;) b)) or Nac + 1 (asin Sl(lr r)), but to n,e + 1/2. As was shown above in equation , this additional half
phonon in the real part together with the anti-Lorentzian imaginary part can be combined to produce a complex acoustic
susceptibility. This susceptibility shows up because of the correlation between the random radiation pressure force noise
and the acoustic mode displacement driven by this force, and thus is an unambiguous signature of the RPSN acting on the
acoustic oscillator.

3.4 Photothermal coupling

In this section we consider the effect of the photothermal optomechanical coupling.

The quantum treatment of the photothermal coupling is similar to [45)]. We model it as an additional optical loss and an
extra acoustic force whose magnitude is proportional to the optical power lost to that channel. To describe this quantita-
tively, we first introduce an optical loss channel with a rate ¢ and a corresponding vacuum noise épt. This modifies the
original equation of motion for the optical mode (6)) to

X K . ~ AN A ° o >
a = _5(1 - Zg(o) (CT + C)a + V K'intfint + V. Kfptgpt + V ’iext(aext + fext) (79)

The total damping is now a combination of all three loss rates: K = Kint + Kpt + Kext- The vacuum noise épt is
uncorrelated with any other noise and is described by the same correlation relations (8{10). The amplitude of the field lost
to that channel can be found from the input-output relations, just like (40) for the external coupling:

dout,pt = gpt - "'fptd (80)

The corresponding power is simply

_ At A
Iout,pt = Qqyt, pt Aout,pt (81)

The photothermal force is proportional to this intensity. However, the thermal reaction rate may be slow compared to the
characteristic frequencies of interest (i.€., Wac eff), S0 the force may be subject to a low-pass filtering. We can model this
by writing

7_ptﬁ’pt = - Apt + Aptjout,pta (82)

where A is the DC proportionality coefficient between the intensity and the photothermal force, and 7 is the time
constant of the low-pass filter. The solution of this equation (in the Fourier domain) is

- _ Aptjout,pt[w]
pt [W] o 1— iWTpt
20
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Since we’re only interested in the forces in a small frequency band around wyc off, We can substitute w ~ wyc o in the
denominator of the expression above and transform back to the time domain, getting
- Apt - .
Fpt(t) = .—Iout,pt(t) = Apt,efrout,pt (t) (84)
1- WWac,eff Tpt
Note that this equation only holds for spectral components of the photothermal force near wac eff-

With that result, we can modify the acoustic equation of motion (/) and turn it into

Poo - (77 n w) ¢ —igata — iFy + /Fach (85)

Next, we once again perform the first order expansion of the optical mode & = ag + d. This leads to the photothermal
force

Fpt (t) = Apt,eﬁdlutyptdout,pt
= Apt,eff (é;gt — \/Hpt(ag + (ﬁ)) (épt — w/lfpt(ao + CZ))

~ Apt,eﬁfipt ’a0‘2 + Apt,eff/‘;pt(aad + CZT@O) - Apt,eff\/ ’ipt<aéépt + é;tQO)
(0)

0 42 0, %5, 3 Ipt' , wp of
= gpt laol® + gpy (agd + d'ag) — wﬁ}fm(aofm+§ptao), (86)

where 9;(>(t)) = Ap cffkipt 18 a single-photon photothermal coupling rate. It is analogous to g9, but it is in general complex
(owing to the low-pass filtering) and appears only in the acoustic equation of motion, since its origin is non-unitary. In
the following we ignore the static force term 91(32) lag|? (this term is incorrect anyway, since we’ve used the low-passed
proportionality coefficient Ay o instead of the static Ap), just as for the radiation pressure. The acoustic equation of
motion then becomes

(0)

i Vac . ~ . (0 (O . 9pt s ot .
c = — (7 + 'Lwac) Cc — Z(g( ) + gpt )(aod + d aO) + Zm(aogpt -+ fptao) + \/’EU (87)

The rest follows fairly closely the derivation for case of pure radiation pressure. After transitioning to the Fourier domain
and solving for ¢[w], we find, similarly to (33)

ool = Xacottlol] (—iFopnl] + yacille]) (88)

There are two modifications here. First, the expression for the acoustic susceptibility is still the same X ac cff W] = (Yac/2—
i(w — wWac) + 1%[w]) L, but the self-energy is slightly different:

Slw] = ig@ (9@ + gi) (Jao e (xelw — Ad] = xelw + Ad]) + Jag,ul* (xelw — Au] = xelw + Au)) (89)

(this expression is proportional to g(o) (g(o) + 9;(>(t)) ), in contrast with (g(o))2 in the radiation pressure case ). Second,
the radiation pressure force is replaced by a more general optical force:

Fople] = 9O (afodelw + A + ao .l — A + 0 ydelw + Au] + agudfw — Ay])
a5 (a5 edprleo + A + ag byl — Ad + a5 udpilo + A + agudiylo — Ad]), (90)

where the RPSN is associated with the same vacuum noise as before dg [w] = xe[w]v/mE[w], while for the photothermal
noise it’s modified:

épt
NG

dpt[w] = xelw]VrE[w] ©1)
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Since ggg) is in general complex, the optical force is no longer Hermitian: F| Opt # Fopt Therefore, we need to calculate

two different force noise spectra:
SP W] = <Fopt[w] Ajpt[—ww
= 199 + g2k (JaoPlxelw + A + lao.uPxelw + Au]?)
~2Re [(9© + )" 6 (Ja0 e Pl — Adl) + o Pxel-w — Au])|

7t (|CZO,£|2 + |a0,u‘2)
P

= (9(0))2“(|aoe|2|><c[w+Az]|2 +laoul*xelw + Aul?)
+2Re[ 0) gpt (|aog] Xelw + A + |agul*Xew + Ay ])}

93 1? ) )
+—— (Jaoe* + lao,ul) (92)
Kpt
sl = (Bl Foprl—w])

= (9% (jao.Plxclw + AP + laou2Ixelo + Aul?)
+2Re [g gl (Jao el = Ad + aga *Xel—w — Ad))]

= (Jao,e|? + lao,ul?) (93)

Nevertheless, the general property of the antisymmetric component of the noise spectrum still holds:
Speilwl = SEl=wl = (99)%k (Jao.eP(Ixelw + Ad® = [xe[-w + Ad[?)
+\a0u|2(|xc[w + A* = xe[~w + Ad)?))
+2Re |: ©) gpt (|a0 €| (Xc[wac + A(] [wac - Aﬁ])
+|ao, u‘ (Xelwae + Au] = Xe[wac — AU]))]

= 2Re [g( ) (g +gpt ) (lao.el* (xelwac + Ad] — Xe[wae — Ad])
"Ha(),u’ (Xe[wae + Au] = Xe[wae — Au]))]
= —2ImX[wa] = “Yac,opt o4)

This result relies crucially on the presence of the épt/ /Fpt term in the photothermal force noise, and on the fact that
this noise is partially correlated with the intracavity field. Ignoring it and simply replacing the g by ¢ + gr(g) in the
equation of motion for ¢ (which is sufficient for a classical treatment) would ultimately result in [¢, ¢f] # 1.

The relation above allows us to follow the same route as for a purely radiation pressure coupled system. We can still
define the effective occupation of the bath associated with the optical force shot noise

SczptA [_wac eff]
nopsN = —E—— 95)
Yac,opt

and obtain the equilibrium occupation of the acoustic mode in the same way as in the expression (64) before:

TLOFSNYac,opt T MthYac
Nac = P (96)
Vac,eff
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With that, the expressions for the acoustic spectrum look the same as (63]) and (66):

TNacVac,eff
Saalw] = : 97
cTc[ ] 7§C7eﬂ‘/4 + (L{) + wac,eff)z ( )

(nac + 1)'Yac eff
o | 08
et [W] 72c,eff/4 + (w - waC’Eﬁ)2 -

The difference is concealed in the definitions of the optomechanical self-energy ¥ = wac opt — #Yac,opt/2 and the equilib-
rium acoustic occupation 7.

One caveat about this difference is the additional optical force noise arising from the photothermal force:

5(nOFSN’7ac,opt) = S;ﬂpftﬁ[_wac eff] - SRESN[_WaC,eff]
= 2Re [ (0) ( [ Wac,eff + A(] + |a0,u|2XC[_waC,eff + Au]):|
|gpt |2 2 2
+="— (laoe” + laoul”) (99)
Rpt

While the first term only depends on the measurable system parameters (and in our case it is much smaller than the RPSN

owing to the fact that g( ) is purely imaginary), the second term involves the photothermal channel loss rate r ¢, which we
can not access experlmentally To estimate the effect of this term, we can assume that r, is associated with the absorptive
loss discussed in section This means that its value can be calculated as kpy = (kK — Kext), Where « is defined
in equation and is estimated to be a = 0.2 (from room temperature measurements of mirrors’ absorption, Section
[5.2.1) or v = 0.7 4 0.1 (from fitting the cryogenic data using the thermal model, Section[5.4). Using these numbers and a
total intracavity photon number 71 = |ag ¢|* + |ao,u|?> = 2500 (which is the maximum photon number for the data shown
in the main text) yields an extra phonon occupation of between 0.05 (for o = 0.7) and 0.2 (for a = 0.2) phonons; these
values are between 3 and 10 times smaller than the RPSN effects. Because of this, and because this extra noise becomes
even smaller for lower photon numbers (the majority of the data was taken at 7 < 1000), we ignore it in the data analysis
and assume nNOoFSN = NRPSN-

Since the equation of motion (equation (20)) for the optical mode doesn’t change (except for an additional loss channel),
the general expression (54)) for the PSD of the outgoing light still holds. Following that, the results for the PSDs of the
red and blue sidebands are also the same as before (equations (70) and (71))).

To find SZ(Zr ) we can still apply equation |i In order to do so, we once again need to calculate the correlations between
the vacuum noise and the acoustic motion, which follow from the generalized optical force noise:

<§[¢ub+5w] Bl [~ acer —5w]> = (4 + ¢\ a0, <g[wb+5w]cﬁ [~ —(5w]>
(0)y+ 90,0
—(g5¢) N < [wp + 5w] t[—wh — 5w]>
0 0)x @0,¢
= (0 + g anoxel Vi = (g)" K (100)
(Eoxtlon, + 0] By [—wacer — 0w]) = (9 + g0) a0, exc[—wn] v/ Fext (101)

These lead to

((Gosalon + 0] = v/Rexarxelnlélen + 8] ) Fl[~wacem — b))

Rt (1 — ixelon]) (9 + 50 ao exe[~wb] — v/Rext [wb) (9 a0,

= —v/Fextg o exclw], (102)
which is not dependent on the photothermal coupling. This means that the rest of the derivation follows the pure radiation
pressure case, and we arrive at the same equation (78)) as before.
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4 Supplementary Note 4: Displacement measurement calibration

In this section we describe the procedure for calibrating the acoustic motional sidebands in units of zero point fluctua-
tions.

Consider the expression for the power spectral density of the blue acoustic sideband

gb)rs - o2 2 y 2/ (0))2 2 NacTaceff 1
0 [ W] ‘CLLO’ Ke t’XC [Wb” (g ) ’aoyz‘ 7§C’QH/4 4 Sw? +
4(9)2|ag el 1 1
_ G2 a 2 4’iext , n +1
‘ LO’ ( K KYac,eff 1 + (25W/’Yac,eff)2 o 1 + (2wb//€)2

Tr ] 1 1
- o 2 <4 meas, n + 1) (103)
‘ L ’ I Vac,eff 1+ (2Wb/ﬁ)2 1 + (25W/’7ac,eff)2

4(g(0)2 2, . .
Here I'neasy = w is the measurement strength of the lower control beam, and 7,, = “=t is the contribu-

tion to the quantum efficiency due to imperfect external coupling to the cavity. This power spectral density represents a
Lorentzian with width 7, . on top of an approximately frequency-independent background (more precisely, the back-
ground is a Lorentzian with width k£ > 7, o). The height of the Lorentzian with respect to the background is

I‘meas,ﬂ 1
" Yac,eff 1+ (2Wb/"€

(bb) _

Aol ~ = 477

i hac (104)

This expression is derived under the assumption of no additional loss or noise sources between the cavity output and the
detector. Now, assume that there is a finite transmission from the cavity output to the photodetector n,. It will affect
the signal part of the PSD, but not the background, which will stay 1 in photon units. This is especially apparent in the
normal-ordering description of the photodetection, where the background comes from the optical local oscillator, which
is unaffected by the additional loss. Thus, the relative height is multiplied by 7

Fmeaus,é 1
Yac,eff 1+ (wa/li)

bb
O = dapenpg

a 5 Nac (105)

Next, let us consider an additional source of noise on the way from the cavity to the photodetector (in our case this comes
from erbium-doped fiber amplifier, which has a noise figure of ~ 4 dB). We denote its strength relative to the vacuum

noise as Naqq = ni — 1, were n, < 1 represents a drop in quantum efficiency due to this additional noise. With that, the

noise background becomes 1 + 1,94 = nin, and the relative height is further reduced to
Fmeas,é 1
Yac,eff I+ (2wb/’<’)

(bb)

Ay = 4NN

5 Mac (106)

Finally, there may be additional mechanisms reducing the signal-to-noise ratio which can’t be readily attributed to loss
or additional noise. We can denote the quantum efficiency reduction of these residual mechanisms as 7, and get the final
expression

a(bb) — 4 I‘meas,é 1 n
rel Tt Yac,eff 1+ (2(4)}3/%)2 "
Fmeas 0 1
— 4 : Tac, 107
G VYac,eff 1+ (2wb/"£)2 " ( :

where 1y = 17,1¢nM: 1 the combined quantum efficiency of the measurement process. For a sideband close to the optical
resonance |wp,| < & the expression above simplifies to
bb I'meas,e
aly) = dn =2l (108)
Yac,eff
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To calibrate the measurement rate I'y,cas ¢ We use the OMIT/A data. The expression for the normalized amplitude of the
OMIT/A feature is derived in the Supplemental Information of Ref. [22], which in the notation used in this paper can be
written as

0 0
RO 9090 ao.e*xelwn) _ 4999 Nao? 1
dr ’Yac,eff/2 K%Yac,eff 1-— inb/m
0
_gt(oz Fmeas,é 1

109
g(O) Vac,eff 1- Qin//i ( )

The minus sign denotes that for a blue sideband (i.e., red-detuned control beam) the OMIT/A feature is a dip, so the
Lorentzian is subtracted from the background. Similar to the motional sideband PSD, the expression can be further
simplified for an on-resonance sideband:

©) p
ag};b) _ _gtigt meas,{ (110)
g ©) Vac,eff
If the photothermal coupling gr(fz) = gt(gz — ¢ is known, then the measurement of aék;b) can be used to extract the
ratio I'eas ¢/ Vac,eff. Knowing this ratio and 7, one can then use formula (108)) to relate the measured relative height of

the Brownian motion peak aileolb ) to the acoustic mode occupation n,., and consequently rescale the vertical axis in the

motional PSD data in units of phonons. A similar calibration (using the same value of 7, but a different individually de-
termined measurement rate I'yeas,u) 18 performed for the red acoustic sideband. Finally, to normalize the cross-correlator

data SZ(: b we apply a scaling coefficient which is the geometric mean of the coefficients for the red and the blue side-
bands.

The relevant contributions to the quantum efficiency in our setup are measured to be:

Imperfect input cavity coupling 7, = Kext/k = 0.44 £ 0.03.

Optical loss between the cavity output and the optical amplifier n, = 0.44.

Optical amplifier input noise 7, = 0.35 + 0.40 (depending on the total power incident on the amplifier).

Imperfection of the heterodyne detection. The idealized description of the heterodyne detection usually assumes
that the power in the optical local oscillator (OLO) is much larger than in the rest of the optical field. If this
assumption is relaxed, then the added noise background, which is proportional to the total laser power, becomes
larger in comparison with the signal component, which comes only from the mixing with the OLO. As a result, the
SNR degrades by an additional factor of 1, = Poro/Piot, Where Poro is the power in the OLO and P, is total
power incident on the photodiode. In our measurements 7, varies between 0.8 and 0.95, depending on the strength
of the microwave drives used to create control beams.

Combining these contributions, the total quantum efficiency 7, of the setup was between 0.05 and 0.08 depending on the
measurement configuration. The relative error in its determination (which gives rise to the uncertainty in Figure 3 of the
main text) is 7%, which almost entirely comes from the uncertainty in the relative input cavity coupling 7).

S Supplementary Note 5: Thermal model

5.1 Introduction

The temperature dependence of the speed of sound and acoustic damping in liquid helium are well-studied. As a result,
it is straightforward to calculate the temperature dependence of the acoustic mode’s frequency wsc, damping ac, and
mean phonon number n,. provided that the temperature is uniform throughout the cavity. However in the present device
the temperature is not uniform. Here we calculate the expected temperature profile within the cavity using well-known
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thermal properties of liquid helium (Section[5.2)). We then use this result to calculate wiyc, Yac. and 1, (Section[5.3)). The
results of these two sections are then used to fit the data (Section [5.4)

5.2 Temperature distribution in the cavity

In a superfluid-filled optical cavity, the helium’s temperature is set by the balance between heating (caused by optical
absorption in the cavity mirrors) and the transport of this heat through the helium to the mixing chamber (MC). In prior
work, [22] this transport was limited by the thermal impedance of a narrow “sheath” of helium that connected the cavity
to the MC. The sheath’s large impedance ensured that the temperature drop between the cavity and the MC occurred
primarily in the sheath, leaving the cavity itself at an approximately uniform temperature. As described in the main text,
the present device uses a more open geometry without a sheath. This results in an improved thermal link to the MC and
allows the cavity to reach lower temperatures; however, the absence of a bottleneck also means that the temperature within
the cavity is less uniform than in the device described in Ref. [22].

We model the temperature distribution in the present device by assuming that the heating originates in sub-ym absorbers
(located in the DBR coatings) that overlap with the cavity’s optical mode, and that the resulting heat propagates outward
through the helium. We find that in the overwhelming majority of the cavity the temperature and heat flux density are low
enough that thermal transport is via ballistic phonons. However within =~ 1 um of each absorber the heat flux density is
high enough to produce turbulence, with the result that thermal transport in this small region is described by the Gorter-
Mellink model. Despite the smallness of the turbulent region, we find that it plays an important role in the device’s
performance.

5.2.1 Optical absorption

A schematic illustration of the device is shown in Supplementary Figure[7] The cavity is formed between the end faces of
two optical fibers, each having a radius 7o,y = 100 pm. The separation between the fibers (and hence the cavity length) is
d = 69.1 pym. Laser light may be absorbed where the cavity’s optical mode overlaps with the mirrors. This corresponds
to a disk-shaped region on the fiber surfaces with radius r,p¢ &~ 7 pum. The total heat flux from this absorption is:

Q = hwiNcirckin @ (111)

Here 7 is the reduced Planck’s constant, w) /27w = 196.0 THz is the frequency of the optical mode, ni. is the circulating
photon number, ki, /27m = 10 MHz is the internal cavity loss rate, and « is the fraction of the internal loss that leads to
heating of the mirrors (as distinguished from internal loss due to photons that are elastically scattered out of the cavity
mode and absorbed in some distant part of the apparatus).

Some a priori information about « is provided by room-temperature calorimetry measurements, which give the mirror’s
absorption coefficient a = 3 ppm (15 & 5 ppm) for A = 1,064 nm (532 nm)[46]. To estimate « from this information,
we note that the probability for an intracavity photon to be absorbed by a mirror is given by Py, = a%ﬁ, where
the cavity finesse is F ~ 95,000 and the cavity linewidth /27 = 21 MHz. Assuming a = 3 ppm for A = 1,529.7
nm (the wavelength used in the present experiment) gives Ppir = 0.1. Since the cavity is defined by two mirrors, these
assumptions would give @ = 2P,,; = 0.2. This estimate for « is necessarily rough, since the absorption coefficient
was measured at room temperature and for a somewhat different wavelength. In Section o will be used as a fit

parameter.

We assume that photons are absorbed in small (sub-um) absorbers distributed throughout the DBR layers (as illustrated
by the small red circles in Supplementary Figure[7). Each absorber will produce an average heat flux

Q1 =Q/N (112)

where N is the number of absorbers within the optical mode. The heat from each absorber is assumed to spread isotropi-
cally into the helium, since the optical fibers’ thermal conductivity is extremely low at the relevant temperatures.
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Supplementary Figure 7: Schematic illustration of the thermal model. The calculation assumes that heat is deposited
in the device when photons from the cavity’s optical mode (red hatched region) are absorbed in microscopic (sub-pm)
regions on the cavity mirrors (small red discs). The resulting heat transport through the liquid He involves two distinct
regimes: the Gorter-Mellink (GM) regime near the absorbers (pink semicircles), and the ballistic regime (purple region).
The liquid He in the blue region is assumed to be in thermal equilibrium with the mixing chamber.

5.2.2 Relevant regimes of thermal transport in liquid helium

The character of thermal transport in helium II depends strongly on the size of the helium channel, its temperature, and
the heat flux density [47, 48]. As described below, we find that thermal transport is in the ballistic regime throughout
nearly all of the cavity. The only exception is a small region around each absorber, where thermal transport is in the
Gorter-Mellink regime.

To calculate the temperature profile, we assume that helium in the region outside of the cavity (the blue region in Sup-
plementary Figure[/) is at the temperature of the mixing chamber Ty;c. For all Tic used in this work the phonon mean
free path A\p¢, [49] is much larger than any of the device’s dimensions. Thus, at the boundary of the blue region in
Supplementary Figure /| and for some distance inwards (i.e., towards the absorbers) thermal transport is in the ballistic
regime.

However the ballistic regime does not extend all the way to the absorbers. This is because the heat flux density ¢ =
Q1/2mr? increases as the distance r from the absorber decreases. At some distance 7; from the absorber, § exceeds the
critical value g.ris for generating turbulence. Within the turbulent region (i.e., for 7 < 7it), thermal transport is in the
Gorter-Mellink (GM) regime.

We calculate the temperature profile 7'(r) throughout the cavity by concatenating these two regimes. Specifically, we
start with the boundary condition T'(r,yt) = Tmc, and integrate the expressions describing ballistic transport towards
decreasing r, stopping when ¢ = it (or equivalently, when r = 7). We then use the calculated T'(7cyit) as a new
boundary condition for integrating the GM expressions for r < 7. The following three subsections (5.2.3] - [5.2.5)
provide a detailed description of these steps.
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5.2.3 The critical heat flux density

In the GM regime heat is carried by the turbulent normal fluid. The onset of turbulence in helium II is typically estimated
in two different ways: (1) by considering the fluid velocity required to produce vortices in the superfluid, or (2) by
considering the Reynolds number of the normal fluid. Below, we estimate ¢.,i; using both (1) and (2) (the corresponding
estimates are labeled gcyit,1 and gerit,2).

We assume throughout that the net mass flow is zero:
PsVs + pnVn =0 (113)

where ps ,, and v, ,, are the density and velocity of the superfluid and normal fluid. We also note that regardless of the
mechanism by which turbulence sets in, the heat flux density ¢ is given by

q = spTvn (114)

where s is the entropy and p = 145 kg/m? is the mass density of liquid He. The entropy can be evaluated using

T !
s(T) :/ Cg ) ar (115)
0

and the following empirical expressions for the specific heat C'(T") [50]:

C(T) = GT%° for T<06K
C(T) = GT*"  for 06<T<11K (116)
C(T) = GT°%  for 11<T<217K

where ¢; = 20.4 J/(kg - K*%), (o = 108 J/(kg - K™7) , and (3 = 117 J/(kg - K®) .

1. If the onset of turbulence is attributed to the production of vortices, we use the result that vortex lines are produced
for superfluid velocity exceeding [S0]
g

Us,crit =~ W (117)

where d is the channel diameter and the constant 5 = 0.03 m®/4/s. We assume d = 69.1 pm (i.e., the spacing
between the fibers). Equation[IT7)can be combined with Eq[IT3]to give

psf3

Un,crit = W (118)
This may be rewritten (using Eq. [I14) as a critical heat flux density:
. . ps/B
Qerit,1 = sprnd1/4 (119)
In practice, we evaluate Eq. [TT9]using the following expressions for ps & py, (along with Eq. [TT5):
s(T)
T) = 120
Pn ( ) s (T)\) P ( )
ps(T) = p—pu(T) (121)
2. If the onset of turbulence is attributed to the dynamics of the viscous normal fluid, this will occur when its Reynolds
number p
Re = 2% ~ 1200 (122)
7

28



where p is the viscosity of the normal fluid. Combining Eq. & gives

. 1200sT
ferit2 = TM (123)

In practice, we evaluate Eq. [I23]using the empirical expression for the viscosity (valid for 7' < 1.8 K)[50]
pvsT™° + 1y (124)

where v5 = 1.4 x 1075 Pa-s/K® and vp = 1.4 x 1076 Pa - s.

From equation[T12] we find:
Q1

27chrit,(1,2)

Terit,(1,2) = = 1)(1,2)V/ Neff (125)
Here we have defined neg = ncirer/ N (the number of photons absorbed by an individual absorber per cavity lifetime)
and 7)1 2y is the value of 7 (1,2) for neg = 1.

Supplementary Figure [8| shows 71 9)(T"). From this figure it is apparent that both models (1) and (2) predict a modest
temperature dependence for 7, and that the two models differ by less than a factor of 4 for the relevant temperature range.
Given these qualitative features and the absence of a strong physical justification for choosing one model over the other,
we will assume in the following analysis that 7 is a constant. As described in Section[5.4] 7 will serve as a fit parameter.
For the rough estimates presented in section (i.e., prior to the fitting), we will simply assume 7 = 1.0 x 10~% m for
concreteness.
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Supplementary Figure 8: The value of 7 as a function of temperature. Blue line: 7; (set by superfluid turbulence).
Magenta line: 73 (set by normal fluid turbulence).

For the approach described in this section to be valid, one necessary condition is that the spacing between the absorbers
must be larger than r¢;¢:

T2 t
N <P (126)
Terit
In the present device, this is equivalent to the condition
Neirct < 3 x 10° (127)

which is satisfied for all the measurements described here.
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5.2.4 Heat propagation in the ballistic regime

As described above, heat propagation is in the ballistic regime for > 7. In this regime, the thermal conductivity of
liquid helium in a channel is described by the following equation [48]]:

1 2 —
k= -Cvd /

3 S
Here C' is the specific heat per unit volume, v is the sound velocity, d is the channel diameter (which we take to be 70
pm as above), and f is the probability for a phonon to be diffusively (as opposed to specularly) reflected from the fiber
faces.

(128)

To estimate f, we note that the probability of diffusive scattering from a rough interface is given by [S1]:

4o

Rd =1- R()e_/\i2 (129)

The constant Ry is the interface’s reflectivity in the absence of roughness. We estimate Ry = 0.99 based upon the
acoustic impedances of helium and the DBR materials [22]. The rms surface roughness o of similarly prepared fibers was
measured to be 0.24 nm [32]. For a thermal distribution of phonons at T = Tjc, the most likely wavelength Ay, in these
experiments ranges from 20 nm (for Ty;c = 500 mK) to 500 nm (for Tyic = 20 mK). As a result, A, >> o for all of the
measurements described here, so Rq ~ 1 — Ry = 0.01. Therefore we set f = 0.01.

We can then rewrite expression [128]as:
E(T) = ¢T3 (130)

where the constant ¢ = 3200 W - m~! - K—%. The expression relating heat flow to temperature gradient is [52]:

1C T
1Q_ de

54~ ( )% (131)

Here A = 2mr? is the area over which the heat is distributed. The factor of 1/2 accounts for the presence of two mirrors.
Eq. [I31] can be rewritten as

@ dr = —¢T3dT (132)
47r?
Assuming that T'(rout ) = Thic, the temperature at r can be found by integrating Eq. :
: L | T
Q —dr = —¢ T3dT’ (133)
47T Tout r Tne
Q (1 1 § it _ i
— —— ) ==—2T"-T 134
Ar \rout T 4( i) (134
Q /1 1 A
Ty =Tt + =~ — 135
) <mc+ﬁf (; )) (135
Supplementary Figure [0 shows the temperature profile between rqyi¢ and 7oy for three different circulating photon num-
bers and for Ty;¢c = 50 mK. The red curve shows the most extreme case used in this work (T = 50 mK and

Neire = 100,000). Higher Tyic or lower ncic leads to more uniform temperature throughout the cavity, as evidenced
by Supplementary Figure The color scale in Supplementary Figure 10 shows the ratio T'(7¢it)/Tnmc for different
values of Tyic and the circulating photon number. The white dots in the figure show the conditions under which the data
in in the main paper were taken.
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Supplementary Figure 9: The temperature profile in the ballistic region (i.e., for repy < 7 < Tout). Blue: neire = 1, 000.
Green: ncire = 10,000. Red: neire = 100, 000. In all three cases Thic = 50 mK, o = 0.2 and each fiber mirror absorbs
the same amount of light.
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Supplementary Figure 10: Color scale: the ratio 7, /Tyic for different values of mixing chamber temperature and
circulating photon number, assuming o = 0.2. White points: the conditions under which the data shown in the main text
were taken.

5.2.5 Heat propagation in the Gorter-Mellink regime

For heat flux above the critical value (i.e., for r < r;j¢), the thermal conductance is described by the Gorter-Mellink
model. This regime is characterized by the following equation [S3]]:

. 3
d
<(il> = —g(T)CTZ (136)

Note that the heat flux from a single absorber Q1 is used. The function g(T) is given by:

84 3T3
9(T) = Aps
GMPn
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Experiments have given a range of values for Aqyy [53]; however there is general agreement that Agy o< 73, Using the
approximate average of the data in [53]] we take Agn = acumT? with agy ~ 200 m-s/(kg~K3).

To find the temperature profile inside the critical radius, we integrate the temperature from the critical radius inward:

. 3
r 1 T
(g;) / TTGdr/ = —/T g(T’)dT’ (138)

. 3
(;) : (15 - 1) = F(T) ~ f (Teri) (139)

crit

The function f(T') is defined as the indefinite integral of ¢g(7"). It can be written analytically, but the expression is
cumbersome so instead we make use of the fact that it can be approximated (to within a factor of 4) by:

fapp(T) = BT*® (140)
Where 8 = 0.5 x 10° W3/(m®- K'8) for 0.7 K < T < 2 K (Supplementary Figure [11).

0.8 1.0 1.2 1.4 1.6 1.8 2.0
Temperature(K)

Supplementary Figure 11: The ratio f.,,(T")/f(T)

Combining the preceding two equations gives:
Q 11 1
TS = T8 4[] = ( — ) (141)
o 2r | 58 \r> 13,

Equation @ can be further simplified by noting that Tt is close to Tyrc (as shown above), which is always smaller
than 300 mK. For Tt = 300 mK and photon number n = 100 photons (the lowest measurable), the second term on
the right-hand-side of equation dominates in the the region 0 < r < 0.997.), so to a good approximation the
temperature inside the critical radius depends only on n.i,. and not on Ty;c:

1/18

. 3
B O\ 1 /(1 1
T(T) - (27‘-) 56 <r5_rt§rit) (142)
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5.2.6 Temperature profile summary

To summarize, the temperature profile within the cavity is calculated via the following steps:

e Outside of the cylinder defined by the fibers, the temperature is at the mixing chamber temperature 7'(r > 7out) =
Tnic.
o The total heat radiating into the helium is Q = hwNeircKint Q-

e The heat radiates isotropically into the helium from point-like absorbers. The amount of heat radiated from each
absorber is Q1 = Q/N.

e The heat flux density drops off with distance from the absorber as ¢ = 2%12. For r < r¢,4t thermal transport is in

the Gorter-Mellink regime. For r > rc,;; the propagation is in the ballistic regime.

e For r > r¢ the temperature is very close to the mixing chamber temperature.
e For r < 7 the temperature is roughly independent of mixing chamber temperature

Using equations and (142} the temperature profile 7'(r) can be calculated. Supplementary Figure 12| shows T'(r) for
Neire = 10°, Tvic = 50 mK, ae = 0.2, f = 0.01, and N = 2.

20

-
[$)]

Temperature (K)
o

o
&

0.0
0

2 4 6 8 10
Distance from absrober (um)

Supplementary Figure 12: The temperature profile inside the critical radius (red), and outside the critical radius (blue)
for neire = 10°, Tyic = 50 mK, e = 0.2, f = 0.01, and N = 2.

5.3 Properties of the acoustic mode

The speed of sound ¢, density p, and acoustic damping rate -y in liquid helium are all functions of temperature. As a result,
the spatial variation of the temperature (calculated in section [5.2)) leads to spatial variation of ¢, p, and . In this section
we calculate how this influences the frequency wjc, linewidth v,., and phonon number n,. of the paraxial acoustic mode
that is the focus of the main text. In this section we start with the wave equation describing the propagation of sound
in an inhomogeneous fluid (subsection [5.3.1)), find approximate solutions relevant to the experiments described in the
main text (subsection [5.3.2)), and finally use these solutions to provide expressions for wac, Vac, and nac in terms of the
experimentally controlled parameters 7. and Tiic (subsections[5.3.3]-[5.3.5).

5.3.1 Wave equation for a non-uniform medium

As described in ref. [54], linearizing the hydrodynamic equations gives the following expression for a small-amplitude
pressure fluctuation p(x, t) propagating through a fluid with spatially varying (but static) density p(x) and local speed of
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sound ¢(x):
1 1 0%p(x,t)  20q(x) Op(x,t
”(X)V'<p(><)vp(x’t)>_c(x)2 pa(t2 : c(;c()‘l) p8(t3 :

where d,,(x) is proportional to the fluid’s viscosity j:(x) [54]. Assuming a solution of the form p(x, t) = 7(x)e ™" gives
the following equation for the eigenmode 7(x) and the (complex) eigenvalue @:

=0 (143)

1 L (%) .

p(x)V - <V7r(x)> + wim(x) +1i wn(x) =0 (144)

p(x) c(x)? c(x)?

where 1(x) has been rewritten in terms of the local acoustic damping rate y(x).

In the following subsections, we assume that the eigenmode is normalized:

/7?2(x)d3x =1 (145)
We also make use of the fact that for our system the mode is confined by the optical fibers. This imposes the bound-
ary condition 875—(;) = 0 at the fiber surface, where z is the direction along the cavity axis (and normal to the fiber

surfaces).

5.3.2 Perturbative solutions of the wave equation

Exact solutions to equation[144]are not available unless ¢(x), p(x), and 7(x) have very simple forms. To find approximate
solutions for arbitrary ¢(x), p(x), and y(x), we write:

c(x) =co+ c1(x) (146)
p(x) = po + p1(x) (147)
1) =1 () (149
7T(X) = Tm(X) + 7['1(X) (149)
W =wy+ w1 (150)

The spatial variations ¢ (x), p1(x), and y; (x) are assumed to be small perturbations. Specifically, we assume ¢ (x) < cg,
p1(x) < po, and 71 (x) < wp, and we assume that these perturbations lead to a small change to the eigenmode (71 (x))
and eigenvalue (7). The unperturbed eigenmode 7 (x) and the unperturbed eigenvalue wy are assumed to solve the wave
equation for the uniform lossless fluid (i.e., equation[144] with ¢1 (x) = p1(x) = 71(x) = 0).

By combining equation [I44] with equations [I46] - [I50] and keeping only terms that are first-order in the perturbations, it
is straightforward to find the shifts in the mode’s frequency of oscillation and damping rate that are due to ¢;(x), p1(x),
and 1 (x). These expressions are discussed in the following two subsections.

5.3.3 Mode frequency

The perturbation theory described in subsection [5.3.2] gives the first-order change in w, as:
&

2powo

Owae = Re[a)l] = L:;)/Cl(X)W(%(X)dSX +

/ 70(3) (V1 (%)) - (Vo (x))dPx (151)

The spatial variation in the speed of sound and density arise from the spatial variation of the temperature: i.e., ¢(x) =
¢(T'(x)) and p(x) = p(T'(x)). As a result, we can use two of the main results from section[5.2] (which are summarized in
subsection [5.2.6)) to write equation [I5T]in a more intuitive form.
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First, we assume that in the ballistic region (i.e., whenever the distance from an absorber is greater than 7i;) the tem-
perature is simply equal to Tysc (and hence independent of x and ni.c). Second, we assume that inside any GM region
the temperature is given by equation (and so depends upon x and n.ic but not Tyrc). The justification for these
assumptions is given in section[5.2]

With these assumptions, the mode’s frequency of oscillation is conveniently written as

Wac (nCirCa TMC) = Wac,0 + &Uac = Wac,0 + 5wac,ball(TMC) + 6WaC,GM (ncirc) (152)

In the final expression the first term (wac,0) is the mode frequency for a uniform lossless fluid with the constants ¢ and p
set to their 7' = 0 values. It is used as a fit parameter.

The second term (6wac banl) is given by equation but with the integration carried out only over the ballistic region.
In this region ¢(x) = ¢(Tmc) and p(x) = p(Tmc) are both constants. Combined with the fact that the ballistic region’s
volume is much greater than the GM regions’ means that dwac ball/Wac,0 = ¢(Tvc)/c(T = 0). For the range of Thic
used here (Tyic < 300 mK) theory predicts ¢(T) — ¢(T = 0) o T4, or equivalently:

SwWac ball = buThic (153)

The constant b,, is used as a fit parameter.

The third term (éwac ) is given by equation but with the integration carried out only over the GM regions:

5wac7(}1\/{ = N%;) . c1 (T(T(X)))Wg(X)d‘gx (154)
c? ,
+ N2p00wg /Vc;M 70(x)(Vp1(T(r(x)))) - (Vmo(x))d>x (155)

where 7 is the distance from the absorber, and the factor of N accounts for the total number of absorbers. In practice, we
evaluate equation by: (1) combining equation (which gives T'(r)) with interpolations of the data for ¢(7") and
p(T') given in [55] and [56]; (2) using the approximate one-dimensional form for the unperturbed eigenmode 7y(x) =

\/g cos(zwp/cp); and (3) performing the integration numerically over a hemisphere of radius 7¢is.

This approach introduces the following fit parameters: waco (the mode’s “bare” frequency) and b,, (which appears in
OWac,ball)- The parameters N, c, and 7 (introduced in section appear in dwac,GM.-

5.3.4 Mode linewidth

The perturbation theory described in subsection [5.3.2] gives the first-order change in v, as:

5ae = Imli] = / () (x)dx (156)
As in the previous subsection, we write the mode’s damping rate as the sum of three contributions:

'Yac(ncirm TMC) = Yac,0 + 5’Ya,c = Yac,0 + 57&c,ball(TMC) + 5’YaC,GM (ncirc) (157)

The first term, 7,¢,0, is the mode’s 7" = 0 damping rate, which is due to acoustic radiation from the liquid helium into the
optical fibers (as discussed in Ref. [22]).

The second term, 67ac ball, is given by equationbut with the integration carried out only over the ballistic region. For
liquid helium at a uniform temperature the acoustic damping rate is o< 7', so we have

57ac,ball = b’yTﬁl/jc (158)

The constant b, is used as a fit parameter.
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The third term, .. cm, is given by equation but with the integration carried out only over the GM region. The
procedure for evaluating this term is the same as for evaluating dwac gM: the temperature profile 7'(r) is given by equation
142} while (T') is given by the theoretical expressions in Ref. [55] for T < 1.7 K (where theory and experiment show
close agreement) and by interpolating the measurements in Ref. [57] for 7" > 1.7 K.

This approach introduces two fit parameters: 7y,¢ o (the mode’s “bare” damping) and b, (which appears in 7. pan). The
parameters N, «, and 1 (which were introduced in section appear in 0Yac,GM-

5.3.5 The mode phonon number

In the main paper the acoustic mode’s mean phonon number n,. is determined from the optical heterodyne signal as
Nac = (e + hpp — 1)/2. In order to facilitate comparison with the thermal model described in this section, we removed
the optical damping (“laser cooling”) and RPSN contributions from n,. by plotting n¢n, = nac(Vac,eff/Vac) — 70Yac/ Yac
on the vertical axes of Fig. 3, A and B. The quantity ny;,, represents the mean number of phonons in the acoustic mode’s
mechanical bath, as inferred from the optical heterodyne signal.

In this subsection, we extract an estimate of n, (T\ic, Ncire) from the thermal model described above. In Fig. 3, B and

C of the main paper, this estimate is converted to an effective temperature of the acoustic mode T.g = W and
B th

used as the horizontal axis.

To begin, we note that if the temperature throughout the helium in the cavity were uniform, the acoustic mode’s mean

phonon number would be

g = NfbYac,0 T 1070 (159)

Yac,0 + Y0

where ng = 1/(eac/(k8T0) _ 1) pgy = 1/(eMwae/(k8Tan) _ 1), Ty is the uniform temperature of the helium in this
hypothetical case, T, is the temperature of the optical fiber, and vg = (7). Since the helium’s temperature and
damping rate are both non-uniform, we rewrite equation as

b Yac0 + f 1 (T(x)) (T (x)) 75 (x)d*x
Yac,o + [ V(T (x))mE(x)d3x

(160)

Nth =
where
ny(T(x)) = 1/ (efwae/ (kBTE)) _ 1) (161)

As in subsections[5.3.3]and [5.3.4] we separate the integrals in equation[I60]into one integral over the ballistic region and
another over the GM region. This gives

- Nk (TMC, Neire) Yac,0 + Mbatl (TMc)0Yac,ball (TMc) + fam (cire)
o=
Yac,0 + 0Vac,ball (IMC) + 0Yac,aM (Ncirc)

(162)

where the dependences upon Tyic and n.iye are noted explicitly, and np,; = 1/ (eh‘*"“/ (ksTvc) — 1). The function

fom=N na (T(r(x)) (T (r(x))) g (x)d°x (163)

Vam
We estimate T5;, by assuming that the fiber’s thermal conductivity oc 7%, which gives
Tap = (TR 4 gF ) 1/ (D) (164)

The constant o parameterizes how much each circulating photon contributes to heating of the fiber. Measurements of
the thermal conductivity of amorphous silica at low temperatures [52] give £ = 1.91. Both ¢ and k are used as fitting
parameters.
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5.4 Fitting data

In the work described here, three properties of the acoustic mode were measured (i.e. by fitting heterodyne noise spectra
and OMIT/A spectra): wae, Yac, and ng,. They were measured as a function of two externally controlled parameters: ncirc
and Tyic. Expressions for wac (Ncive; TMC)s Yac(Mecires TMc)s and gy (neire, Thvic) were derived in Sectionsand and
in Eq. (1) of the main text. The complete set of measurements of wae(Ncire, TMC)s Yac(Tecire, TMc), and ngn (Nive, Tnic)
was fit to these expressions in two steps.

For the first step, we considered measurements of wae(ncires Thvc) and Yac(Ncire, Tnmc) for which neire < 500. As shown
in Supplementary Figure @ these measurements are approximately independent of n.i.. From this observation we
conclude that for n¢i;c < 500 no appreciable heating occurs from optical absorption, so we fit this data to the expressions
derived above with ngi.c set to zero:

Wac (0, Tne) = Wac,0 + buThic (165)

Yac (0, TMC) = Yac,0 + b’yTﬁl/{C (166)

The advantage of this approach is that it employs only four fitting parameters: wac,0, Vac,0, bw» and b,. The resulting fits
are shown in Supplementary Figure @ The best-fit values of wac,0,Yac,0, bw, and by are listed in Table |Il, along with their
a priori expected values.

g+3.19243e5 e | 500
gl @ %

T o

N 5_

= —400

< 3k

3 oL —350
I — — N
0 : ————+—++} : —300 5
20 b

i:“‘ 15 -

= —200

5 10} -

g 4| H150
0 ! 1 1 R R 1 100
10* 102

Tuc (MK)

Supplementary Figure 13: Temperature dependence of the acoustic frequency and linewidth. (a) Frequency and
(b) linewidth vs. Tyic for neire < 500 mK. The dots represent data, with the color corresponding to the circulating photon
number n¢ir.. The solid lines show the fit. The best-fit values of the four fit parameters (wac 0, yac, 0, by, by) are listed in
Table |I|

For the second step, the complete set of measurements of wac(7cire; TMC)» Yac (Tcires Tvmc), and ngn (Neire, Thic) was fit
to the expressions derived in Sections [5.2]and[5.3}

Wac (ncirm TMC) = Wac,0 + 5WaC,GM (ncirc) + bleé/[C (167)
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Parameter [units] | Best fit value Expected value

Wac,0/27 [MHz] | 319.24 +5 x 1076 319.24

Yac,0/27 [Hz] 3026 + 6 4000 = 2400

b, /27 [Hz/K3] (0.93+£0.01) x 105 | 1 x 108

b, /27 [Hz/K*] (2.79 £0.01) x 105 | 2.70 x 106

o [K] (2240.2) x 1072 | -

k 3.0+0.1 1.91

e! 0.69 + 0.02 0.2

NeZt 1 >1

n [m] (1.01£0.01) x 1078 | 5x 1079 <n<7x 1078

Table 1: Fit parameters and the expected values.

Yac (ncirca TMC) = Yac,0 + 5'7ac,GM(ncirc) + b’yTﬁl/[C

(168)

NfibYac,0 + MhanbyTajc + foam (Meire)
Yac,0 + b'yTKL/[C + Yac,GM (ncirc)
For these fits, the parameters wac 0, Vac,0, bw. and b, are fixed to the best-fit values determined in the first step. This
leaves five fitting parameters: N, o, 1, k, and o. The data were fit using these five parameters, with NV constrained to be a
positive integer and « constrained < 1. The best fit values are listed in Table[I] along with the expected values. Although
the best fit was achieved with N = 1, qualitatively similar fits were achieved with N = 2 and N = 3. For N > 4 the fits

do not reproduce the qualitative trends in the data. The resulting fits are shown in Supplementary Figure

Neh (Neire, Tvc) = (169)
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Supplementary Figure 14: Optical spring, optical damping, and mean phonon number. (a) Acoustic mode fre-
quency. (b) Acoustic mode linewidth. (c) Acoustic mode thermal phonon number nth (defined in the main text). All three
are plotted as a function of the cavity photon number n.j. for Tjyrc < 200 mK. The dots represent data, and the solid
lines show the fit. For both the data points and the fit lines, the color corresponds to 7yc. The best-fit values of the five
fit parameters (N, o, 1, k, o) are listed in Tablem
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